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Abstract: In this study, the rupture criterion of bubbles wall in Aluminum metal foam liquid was investigated at the first stage, using Lattice Boltzmann. The two phases modeling were accomplished by using a modified Shan-Chen model. This model was run for several bubbles in A356+3wt.%SiC melt system. Then, bubbles morphologies (virtual metallographic) for A356+3wt.%SiC foams were simulated. Results showed that simulation data and the virtual metallographic have a good agreement with the metallographic empirical results after solidification. In the second stage, several cubic A356+3wt.%SiC foams were compressed under uni-axial compression load based on ASTM E9 standard. Stress-strain curves of foams were determined by a data acquisition system gaining 10 samples per second. Foams plastic deformation behavior then was simulated based on a new asymptotic function using ABAQUS software. Discretized digital solid-model of the solid bubbles was prepared with virtual metallographic images which obtained from the present code. The load-displacement curves were then plotted for simulation and experimental results. Results show that both curves which were obtained from experimental and simulation have a good agreement with approximately 1.8% error. Therefore, the present software could be a useful tool for predicting the metal foams plastic deformation behavior without any experimental try and error.
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1. Introduction

New technologies increase the demand for advanced materials. Today, metal foams gained a lot of interest as one of the major branches of advanced materials. Metal foams are known for their unique physical and mechanical properties, including high stiffness while having low density and high compressibility with good energy damping capability. This consideration has made metal foams very interesting for researchers in both scientific and industrial communities in the recent years and several methods and procedures have been developed to produce them [1-4]. Metal foams generally can be classified into two basic categories: closed cell foams and open cell foams. Although these methods are practically quite different, the resulting metal foams, especially in case of mechanical behaviors exhibit many similarities. The main difference is in the geometry of porous foam or their so called cellular structure. This distinction makes different applications for each category, for example, while open cell-foams might be attractive for filtering applications because of their ability to pass fluid through their porous structure, closed-cell foams cannot be used for such proposes. Closed cell foams are mostly consumed in industries dealing with impact, noise and energy absorption while most open cell foams are used in heat/ion exchangers, filtration and similar industries. Despite the advantages, the employment of metal foams in industrial applications is limited due to production difficulties such as the inhomogeneity and poor reproducibility of foam structures [5]. The foams are quite stable in the absence of external factors but bubbles stability and energy balance in cell structures would be considered as first challenges in production procedure. To
overcome these difficulties, one should consider improving the governing mechanisms according to the understanding of basic physical phenomena occur during metal foam formation. Now the main problem appears: in metals, unlike ionic liquids, the mechanisms involved in the metal foam formation are not yet fully understood. It is generally accepted that formability of metal foams is intimately correlated with the presence of particles [6]. Bubble stability is the primitive challenge in understanding the base mechanism of metal foam formation. A variety of studies and researches have been done by scientists in order to investigate and analyze the parameters affecting bubble stabilization. Most of this investigation focused on ionic liquid environment, especially in water, with no impurity, studying single bubble dynamics. But in metal foams, one is involved with a metal melt environment as the base liquid of bubble formation, containing dozens of different impurities, even in the purest state. There are three major approaches to study metal foam formation basic mechanism and theories: experimental approach, computational approach and hybrid experimental-computational approach [7]. Simulating bubbles and voids in simple and complex fluids and in material systems has always been a challenging problem using conventional fluid dynamical methods. Different approaches are available for bubble simulation and each has its own strengths and weaknesses. These approaches include: Computational Fluid Dynamics (CFD) [7], Shallow Water [8], Lattice Boltzmann Method (LBM) [9, 10], Discrete Particle, and Cellular Automata (CA) [11]. The Lattice Boltzmann simulation can be used to more accurately simulate the kinetic effects on bubbles [12]. The Boltzmann equation is valid in principle over a wider range of flow physics than the NS equations. An important advantage of the LB approach compared to conventional CFD methods is in its local character, means there are no global systems of equations which have to be solved. The computation time has linear relation with the system size. In addition, boundaries in simulation domain do not have an effective impact on the computation time. These features are essential for foam formation simulation regarding the complex internal structure of foams [6]. Unlike conventional schemes (such as finite element or finite difference methods) that are based on discretization of continuum and macroscopic equations, the Lattice Boltzmann method models the microscopic and mesoscopic kinetic equations. The fundamental idea of LBM is to construct simplified kinetic models that incorporate the essential physics of microscopic or mesoscopic processes so that the macroscopic averaged properties obey the desired macroscopic equations [12].

The aim of this investigation is simulation of foaming process and then simulation of plastic deformation of metal foams. Lattice Boltzmann method is utilized to simulate the two phase system of gas bubbles and metal liquids. In metal foam systems, the particles of disperse phase have interaction in the layers of continuum phase, primarily known as Thin Liquid Films [13]. The condition, where the rupture and destruction of thin films is occurred, is a challenge in field of multiphase numerical modeling [14, 15]. The bubbles and their thin walls will control plastic deformation behavior of metal foams [16]. There are several papers for calculating or simulating the thin film or thickness of bubble walls [17, 18]. Impurities in the metal melts play important role in this inefficiency. Thus, a new criterion is required for metallic and non-aqueous solutions in order to model such multiphase systems. In this study, a new criterion is introduced, using the second derivatives of the pressure profile formed between two bubbles, which would have great results as combined with other modeling techniques [19, 20].

On the other hand, generally compressive stress-strain curve of the metal foam has three zones including: elastic deformation, plastic deformation with low strain-hardening up to the densification strain, and hard plastic deformation [21]. However, for dense metals (not metal foam) deformation can be approximated by $\sigma = ke^n$. Parameters $K$ and $n$ depend on the material characteristics and describe the strength and strain hardening. However, for metal foams, modeling of strain-hardening is very complex. In metal foams and their composites, $n$ and $K$ are not constant. Despite the fact that a number of research works are dedicated to such studies, still many parameters remain unknown. Therefore, in the present
work, the plastic deformation of Al-Si composite foam, under static uniaxial compression loading is investigated as well. In this study, an asymptotic equation is used for modeling plastic deformation of metal foams until the densification strain.

2. Mathematical Modeling

To develop the new criterion, a two phase LB simulation is performed on two adjacent and growing bubbles. The modified Shan-Chen model prohibits the bubbles of being merged instantly. The thin film formed between the bubbles becomes thinner as the growth continues. In order to investigate the rupture conditions and jointed bubbles, we focused on the pressure gradients and velocity field in the thin film (thin channel). The interaction of the capillarity effect and drainage in this channel, leads to instability during bubbles growth, causes them to be jointed. When the instability appears, the channel (wall) thickness is calculated according to Table 1 and is compared with experimental results and mathematical models predictions to verify the modified Shan-Chen model.

Table 1. Experimental results of minimum cell wall thickness [20].

<table>
<thead>
<tr>
<th>Alloy</th>
<th>min thickness (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>100</td>
</tr>
<tr>
<td>AlSi2</td>
<td>80</td>
</tr>
<tr>
<td>AlSi7</td>
<td>52</td>
</tr>
<tr>
<td>AlSi10</td>
<td>60-70</td>
</tr>
<tr>
<td>AlSi12</td>
<td>80</td>
</tr>
<tr>
<td>AlSi6Cu4</td>
<td>51</td>
</tr>
<tr>
<td>AlSi10Mg0.6</td>
<td>30-50</td>
</tr>
<tr>
<td>AlSi12Mg0.6</td>
<td>60-80</td>
</tr>
</tbody>
</table>

2.1. Thin film formation

Lattice Boltzmann method includes two stages in a single time step and different schemes to simulate multiphase systems, including the Shan-Chen scheme. In Shan-Chen algorithm, each phase is considered in a separate lattice (grid), i.e. two separate simulations are carried out simultaneously for a two-phase model. For this purpose, two identical lattices with the same parameters are required, one includes the first phase and the other includes the second phase. Each time step is divided to stream and collision stages and the computations are performed on each lattice independently, as two separate single-phase simulations. However, after two time steps, the Shan-Chen model applies some modifications to the joint points of the lattices, causes them to be coupled at this points. This modification creates new interfaces and prepares the model for the next time step (Fig. 1). If more than one island of the second phase exists in the domain of first phase, there would be no problem in the model as long as no coalescence occurred between them and therefore the predictions are with a good agreement with the real physical behaviors of the second phase. When an overlap occurs, the situation is different. In the first stage of time step, which is the stage of applying streams and collisions, the corona of the bubbles contacts each other, while there is no interference in the fluid domain. The interference causes the bubbles to have direct impact on each other, but this condition is in contradiction with the fact that each interaction of the bubbles is only performed through the fluid domain. Hence data of the overlap zone must be kept separately. So as the interaction of the bubbles begins, the coronas are overlapping and consequently there would be regions in the second phase lattice which have more than single Boltzmann data. If this data is stored in a single container (variable), the behavior of bubbles would be unacceptable. But if one uses separate containers to store the simulation data of each bubble independently, the result will be appropriate (Fig. 2). The main challenge is computing the Shan-Chen parameters in the interaction zone due to the presence of data of multiple
interacting bubbles (which is not a problem for one bubble model because it is only coupled with a single fluid data). Each data is related to its corresponding bubble and its corona, e.g. with two interacting bubbles, we have three data sets in the interaction zone, one for fluid domain and two others for each bubble. Equilibrium bubble velocity equation is as follows [22]:

$$u_{igas} = u_{total} + \tau_{gas} \left( F_{gas} - G \xi_{imelt} \right)$$  \hspace{1cm} (1)

where $u_{igas}$ is bubble i velocity in gas lattice, $u_{total} = (u_{gas} + u_{melt})/\Sigma \rho$, $\tau_{gas}$ is gas lattice relaxation time, $F_{gas}$ is external force for gas lattice, $G$ is interaction strength, and $\xi_{imelt}$ is partial pressure in fluid lattice point which is unique. The fluid velocity could be calculated using the following equation [22]:

$$u_{i melt} = u_{total} + \tau_{melt} \left( F_{melt} - G \xi_{igas} \right)$$  \hspace{1cm} (2)

where $u_{i melt}$ is melt velocity in fluid lattice, $\tau_{melt}$ is fluid lattice relaxation time, $F_{melt}$ is external force for fluid lattice, and $\xi_{igas}$ is partial pressure in gas lattice point which has two values in a two bubbles model that could not be cumulated. By increasing the number of bubbles, there would be more $\xi_{igas}$ in the interaction zone. The second condition is related to the barrier wall (thin film) formed between the bubbles, that determines which $\xi_{igas}$ should be used in each point of the interaction zone. Hence the velocity values are zero on the barrier wall (the location of the barrier wall depends on the size, shape and initial velocity of the bubbles but certainly the velocity of the bubbles are equal on the barrier wall), but in the regions close to the first bubble, the $\xi_{igas}$ of the first bubbles is incorporated in the calculations. This rule is applied to the calculation of the velocity in every point of the interaction area according to their closest bubble. This novel condition leads to the formation of the barrier wall spontaneously and the incorporated bubbles will never merge. This computational process is presented schematically in Fig. 3.

Now another criterion is required to determine the time of decay of barrier wall (thin film rupture). In the present investigation, this criterion is developed using the second derivative of the pressure profile across the interaction zone to disable the above algorithm and let the bubbles merge.

![Fig. 1. Shan-Chen simulation steps of single bubble as the second phase.](image1)

![Fig. 2. Interaction of bubble coronas and existence of multiple data.](image2)
Fig. 3. Schematic demonstration of simulation steps: 1) Initial state of computational lattice with two gas bubbles 2) separating the second phase grid 3,4,5) placing each bubble in its own lattice and fluid in a separate lattice 6) computing the velocities across the grid which leads to the formation of the coronas, and then coupling the lattices and calculating the interactions in the interaction zone using the new algorithm 7) computing the new size of the bubbles and update the fluid domain 8,9) merge the lattices to postprocess the final output.

2.2. Thin film rupture

Thin channel rupture phenomena would be described in two different mechanisms. One of these mechanisms is the nucleation of a void and its growth due to surface tension forces. In this theory, in micro scale, a hole is formed randomly in the thin channel and void formation energy becomes negative according to the follow equation [19]:

\[
\begin{align*}
\Delta G_{\text{void}} &= 2\pi \Gamma r - 2\pi \gamma r^2 < 0; \quad r > r^* = \frac{\gamma}{2\Gamma} \\
\Delta G_{\text{void}} &= 2\pi \Gamma r - 2\pi \gamma r^2 > 0; \quad r < r^* 
\end{align*}
\]
However, in radii less than the critical value \( r^* \), the void would be removed. Thus, this mechanism requires activation energy \( E_a = E(r^*) \) to start, i.e. the nucleation of void is a thermal activated mechanism and could be described by Arrhenius equation [19].

The second mechanism, considers a kind of instability similar to Spinodal decomposition. In this mechanism, if the thickness of the thin channel falls below a critical value due to drainage, a perturbation occurred. Now the instability in the thin film is appeared as the wavelength of this perturbation exceeds the critical wavelength, which leads to the rupture of the film. This critical wavelength would be calculated as below [19]:

\[
\lambda_c = \sqrt{\frac{-2\pi^2 \gamma}{\alpha^2 \nu / \partial h^2}}
\]

where \( \gamma \) is the surface energy and \( V(h) \) is the free energy of interface as a function of the thickness. If one considers the thin film as a cylinder with radius \( R \) and thickness \( h \) which is enclosed by two interfaces with surface tension \( \gamma \) (see Fig. 4), then the critical thickness of drainage would be [19]:

\[
h_c = 0.22\left(\frac{4R^2}{\gamma}\right)\]

As the thin channel thickness reaches this value, the rupture will occur. The time taken from the instability to the rupture could be calculated as well [19]:

\[
\tau = \frac{96\pi^2 \gamma \eta h_c^2}{A^2}
\]

If the limitation could be neglected, the thickening would continue till the formation of a molecular wall, but in the presence of stabilizer particles, surfactants or oxide films, the situation would be different. The described mechanism is more suitable for rapid growth, in which the system has no surfactant.

In metal melts, the oxide films and stabilizer particles are presented, which means it's more probable for the second mechanism to occur. Thus one of the objectives of developed code is to model the instability in the thin wall formed between the bubbles. Experimental results of the critical thickness of aluminum alloy cell wall are listed in Table 1 [20]. Previous contributions in the field of thin film modeling are mostly based on this criterion in order to determine the cell wall rupture time. But the critical
thickness depends natively on the size and dynamics of the involved bubbles, i.e. the constant critical thickness criterion is not a well-defined boundary condition to model the thin film formation and destruction. Hence it’s crucial to define a new critical thickness criterion as a function of the size of the interacted bubbles. The critical thickness function is rarely investigated in previous researches. In the present study, a novel criterion is introduced to model the thin film more efficiently and to derive a critical thickness function consequently that would be dependent on the size of the bubbles. This function would be based on the dynamics of the fluid in the interaction area along the involved bubbles. The developed criterion is based on the computed pressure in the thin film. Instability is observed in the pressure profile and velocity curves along the thin film as the bubbles get close to each other and the rupture of the cell wall begins to form. Processing the second derivative of the pressure profile in the thin film along the vertical axis leads to the detection of this condition computationally during the numerical simulations of the bubbles growth and coalescence. The second derivative of pressure equals zero at the moment of the instability causes the cell wall rupture, so the criterion would be defined as preventing the bubbles merge till the second derivative of the pressure profile in the middle of the formed thin film reaches zero. Interpolating the results of subsequent simulations conducted using this new criterion leads to obtain an improved equation of the critical thickness as a function of the bubbles radius.

2.3. Deformation modeling of metal foam

In order to investigate the deformation behavior during plastic deformation, two Aluminum composites Al-A356+3wt.-%-SiC with 25-32 PPI, were prepared based on casting method [12]. Foam samples with square cross-section of 22x22 mm were cut with the height of 1.5 times of their diameters. The uniaxial quasi static loading on the foams were then performed using 25 kN Instron 8502 test machine at a crosshead speed of 2.5 mm/minute and 1.3x10^{-3} (1/sec) strain rate at room temperature. The curves of force-displacement were plotted by a data acquisition system gaining 20 data per second. Then cellular structure of foams was prepared by metallographic test. In the next stage according to Fig. 5, cellular structures obtained from the present software (virtual metallographic images) converted to Solid images by some commercial software's Illustrator, Corel CAD, and Solid Work, respectively, in order to stress the simulation by ABAQUS software. Simulation details are presented in Table 2. In this software, all Solid images of the porous metal were meshed and simulated elastic-plastic deformation of foams. The elastic-plastic behavior of metal foams during uniaxial compression was conducted based on the following equation (mIR model) [21]

\[ \sigma = I_0 (1 - R \varepsilon)^m \quad 0 < m < 1 \]

(7)

where \(m\), \(I_0\), and \(R\) are the foams strain-hardening exponent, the crushing start stress (MPa), and the function of strain rate (\(R=1\) in this investigation), respectively. It is noticeable that mIR plastic deformation model is not valid for data next to the asymptote line (\(\varepsilon = 1\)). Also, it was ignored from elastic deformation during compression, because in metal foams the elastic energy values are negligible in contrast to plastic energy. Due to asymptotic nature of the mIR model, this could use in ABAQUS software for stress analyzing. Finally, curves load-displacement obtained from compression simulation were compared with the experimental results obtained from data acquisition system. Also virtual metallographic and real (experimental) metallographic images were compared.
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Fig. 5. Transfer sequences present code output to Solid format for ABAQUS software due to plastic deformation simulation.

Table 2. Deformation simulation details for ABAQUS 6.14.

<table>
<thead>
<tr>
<th>Material properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>Aluminum A356</td>
</tr>
<tr>
<td>Young module</td>
<td>$70 \times 10^9$ Pa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.33</td>
</tr>
<tr>
<td>Plastic Deformation</td>
<td>mIR model</td>
</tr>
<tr>
<td>Density</td>
<td>2700 kg/m$^3$</td>
</tr>
<tr>
<td>Damage model</td>
<td>Shear damage</td>
</tr>
<tr>
<td></td>
<td>Ductile damage</td>
</tr>
<tr>
<td></td>
<td>MSFLD damage</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meshing properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh type</td>
<td>2D triangular</td>
</tr>
<tr>
<td></td>
<td>Explicit</td>
</tr>
<tr>
<td></td>
<td>Plane Stress</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
</tr>
<tr>
<td>Mesh code</td>
<td>CPS3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Left and Right</td>
<td>Displacement in X direction = 0 ($U_x = 0$)</td>
</tr>
<tr>
<td>Bottom</td>
<td>$U_x=0, U_y=0$</td>
</tr>
<tr>
<td>Top</td>
<td>$U_y=-0.035$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation solver</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td>Dynamic Explicit</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interactions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction type</td>
<td>General contact</td>
</tr>
<tr>
<td>Interaction property</td>
<td>Normal behavior (hard contact)</td>
</tr>
</tbody>
</table>
3. Results

Simulation results of two bubble interaction in aluminum melt is shown in Fig. 6. Using modified Shan-Chen model for multiphase simulation leads to more acceptable result that is presented in Fig. 7. Figure 8 demonstrates the instability in pressure and velocity distribution at the moment of cell wall rupture. Further simulations of bubbles with various radiuses were conducted and bubble radius, thin film radius (interaction area) and thin film thickness were recorded in each simulation at the moment that cell wall instability happened. The results are plotted in Figs. 9 and 10. By fitting a curve on the data in Fig. 9, new equation (Eq. (8)) is derived to demonstrate the relation of bubbles radius and thin film radius.

\[
R_b = 2.088 \ln(r) + 0.114
\]  \hspace{1cm} (8)

where \( R_b \) is the radius of interaction area and \( r \) is the radius of bubbles. Consequently, two improved equations would be interpolated from Fig. 10 data for the critical thicknesses in aluminum melt (Eqs. (9) and (10)):

\[
h_c = 0.03R_b^{0.45}
\]  \hspace{1cm} (9)

Equation (10) is a second order equation that is fitted on simulation results and can be applied for cell wall critical thickness calculation in aluminum A356 foams.

\[
h_c = 0.002R_b^2 - 0.003R_b + 0.035h_c
\]  \hspace{1cm} (10)

And finally in order to have an equation similar to Eq. (5), the interpolation of simulation results would describe the critical thickness of cell wall in the following form:

\[
h_c = 45.2 \frac{4AR_b^{3/2}}{fy}
\]  \hspace{1cm} (11)
Fig. 7. Coarsening simulation of two in line bubbles by LB method and modified Shan-Chen multiphase model in OpenLB.

Fig. 8. Plot of pressure and velocity across a vertical line in the middle of two bubbles. Left: before instability, Right: after instability. Red line indicates the pressure and green line is vertical velocity.
Fig. 9. Curve fitted on simulation results for thin film disk radius versus bubbles radius.

Fig. 10. Curve fitted on simulation results for critical thickness versus thin film disk radius.

Figure 11 shows the comparison between the results of modified Shan-Chen multiphase simulation using the second derivative criterion and the cross section of a mounted aluminum A356+3wt.%SiC metal foam. Figure 12 shows results of compression experimental test and simulation test during compression by ABAQUS software based on the method in Fig. 5. Also for quantitative comparison, Fig. 13 plotted the stress strain curves that obtained from simulation and experimental test.
Fig. 11. Real and virtual metallographic structure of porous aluminum metal foam.

Fig. 12. Qualitative comparison between plastic deformation simulation and experimental for A356+3wt.%SiC foam during compression test with 1.3x10^-3 (1/sec) strain rate.
4. Discussion

If the growing bubbles in the aluminum melt are in a domain with infinite degree of freedom in motion, they would take more distance in which the velocity field caused by their growth will not coalesce, and in case of a limited domain, the appeared thin wall between them begins to become thinner. The presence of capillary forces would cause the geometry of the bubbles not to remain in spherical shape and the interface would be relatively flat. Shan-Chen model is not fully capable of simulating this phenomenon, so special modifications are necessary to model the thin film formation. In unmodified version of this scheme, the simulation result would be similar to Fig. 5. However, as mentioned earlier, the thin film is formed in metal melts. By modifying the original Shan-Chen scheme and applying the second derivative criterion, the approaching and merging of the bubbles would be similar to Fig. 6 and has a good agreement with experimental investigations. By considering and analyzing the pressure gradients along the thin film in this condition, an instability in pressure profile is observed in a thickness that seems to be independent of the bubble size (Fig. 8). In a mathematical point of view, the maximum point in the pressure gradient curve will change to an inflection point, which means the second derivative of pressure gradient is zero. This instability causes a condition like Spinodal decomposition in the thin film which leads to the sudden rupture of the cell wall. Similar behavior would be observed in velocity curve. Previous investigations on critical thickness for aqueous solution demonstrate the dependency of this thickness to Eq. (5). The results of the simulation performed using the second derivative criterion is considerably interesting. Primarily the results of bubbles coalescence in different sizes indicate the existence of a dependency between the interaction area and the radius of the bubble, and the value of this dependency decreases by the bubble radius increment. This tip is rarely considered in experimental investigations due to the measuring complexities. Furthermore, the relation of thin film thickness and the radius of interaction area have a good agreement with experimental data. Gathering the results of the simulations and interpolating a curve similar to Eq. (5) on the outputs indicate that an improved equation would be derived for the critical thickness in aluminum melt. The relation between radius of interaction area and critical thickness of cell wall is not exactly determined yet, however, Manev and Nguyen have explained it in their review paper about microscopic thin films in aqueous solutions. They have reported that the proportion is less than $R^{0.5}$ in Eq. (5). This value is more than experimental data ($R^{0.13}$) due to the simplification assumptions [13]. They also reported that the power of $R$ may be between 0.1 and 0.34, depending on many complicated parameters such as intermolecular forces and surfactants. Scheludko [14] has proposed an equation that describes the outflow of fluid from interaction area. By using this equation and Manev investigation,
critical thickness would be proportional to $R^{0.4}$, and in present research by using the simulations results and considering the different intermolecular forces in aluminum alloy molten metal, the critical thickness is estimated proportional to $R^{0.46}$. It’s worth noting that the data indicate the thickness of the thin film is proportional to $R^{0.46}$, and this would be different from the Eq. (5), but has acceptable accordance with the results of Manev and Nguen [13], which was based on the results of various investigations in this field. Hence, the results of the performed simulation have an acceptable accuracy according to experimental data (Table 1) and the developed code and the second derivative criterion show good performance in modeling the rupture of the thin film. Therefore, the Eq. (5) would be rewritten for metal melts as Eq. (8).

Increasing the number of points in the interpolation leads to a better equation. The second order equation is represented in Eq. (9). This equation demonstrates that the thickness of the thin film could not be less than a specific value. Furthermore, increasing the radius of interaction area, which depends on the size of bubbles, causes an increment in stable wall thickness. Here, if the presence of impurities or stabilizers could prevent the thinning of the wall, the rupture would be delayed. This interruption will continue until the thickness of stable wall become more than the thickness of real wall due to the increment in the radius of interaction area, which is a subsequent effect of bubbles volume increment. In this situation, the instability will appear and the rupture of the wall begins. Thus, the final structure of the metal foam would be created by expanding the modeling to a domain with more bubbles and continuing the simulation until the first coalescence occurs. As shown in Fig. 1 by considering the random nucleation and growth in the simulation domain, the results would be closer to real metal foam structure images. Figure 11 show that the simulation metallographies of metal foams (virtual) are very similar to real metallography images. Therefore, we can import these images as Solid-work format based on Fig. 5 in the ABAQUS software in order to stress analyzing. However, metallic foams examined in this work are as composite (A356+3wt.%SiC). Therefore, they are expected to show nonlinear strain-hardening during plastic deformation. To start, seem a good approximation would be $\sigma = K\varepsilon^n$ for metal melts (dense materials). However, this model ($\sigma = K\varepsilon^n$) looks to be not sufficiently precise for metal foams (porous material) because of it cannot present the strain hardening behavior of both foams using the same parameters. Several parameters are needed for modeling of the strain-hardening which depend on the absorption energy curves [21]. Therefore, in this investigation mIR model was used based on Eq. (7) and simulation stress analyzing was achieved by adding the obtained metal foams from the method in Fig. 5.

The simulation results of stress distribution and deformation stages then were plotted near the experimental results in Fig. 12. According to Fig. 12, the plastic deformation of A356+3wt.%SiC foam was started from top of the sample during uniaxial compression, the plastic deformation concentrates in a layer with certain thickness while the rest bears elastic deformation only in this moment. Moreover, crashing was started from top of the sample foam and the crashed-layer progresses toward bottom during compression. In fact, density of foams from approximate 0.67g/cm3 during deformation will be densified to 2.7 g/cm3. Curves of Fig. 13 illustrates the mIR plastic deformation model results for two A356+3wt.%SiC foams with densities 0.664 and 0.675, respectively. In this figure, simulation and experimental results (with $1.3\times10^{-3}$ (1/sec) strain rate) indicate that the predicted plastic stresses (plateau stress region in Fig.15) by using Eq. (7) have a good agreement with 1.8% error. It should be mentioned that the predicted plastic stress of metal foam is dependent on strain rate or ($R$) factor in this model, especially in high strain rates. Fig. 14 shows the obtained stresses results of the mIR model and experimental stress for several foam with various densities at densification strain $\varepsilon = 0.75\%$. Therefore, validity of the mIR plastic deformation model is acceptable for these metal foams.
Fig. 14. Validation of metal foams deformation simulation based on Eq. (7) at present work.

5. Conclusion

1. The instability in cell wall of metal foams would be predicted by analyzing the second derivative of pressure profile ($\nabla p=0$) along the thin film.
2. The thickness of stable cell wall doesn’t depend on the size of the bubbles.
3. In this investigation, simulation of plastic deformation based on mIR asymptotic model has a good consistency with experimental results having approximately 1.8% error.
4. Plastic deformation behavior for A356+SiC composite foams show crashing process during compression at solid bubbles walls, therefore these foam have a semi- brittle behavior during plastic deformation.
5. Present software could produces simulation data which is capable of being linked to the stress analyzer software's such as ABAQUS and COMSOL.
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شبیه سازی فرایند فومسازی و تغییر شکل برای فوم آلومینیم کامپوزیتی

حسین بیاتی و سید محمد حسین میرباقری
دانشکده مهندسی معدن و مالوری، دانشگاه صنعتی امیر کبیر، تهران، ایران

چکیده: در تحقیق حاضر ابتدا معیار فروپاشی دیواره حباب‌ها در فوم فلزی آلومینیم با استفاده از چرخ تشتی سیالیت و مدل‌سازی دو فازی با استفاده از روش شاندیر انجام شد. این مدل برای مقدار متعدد حباب‌ها در سیستم مذاب آلیاژ شیب‌های سازی شدو A356+3wt.%SiC نتایج نشان داد که داده‌های شبیه‌سازی و مالورفولوژی مجزائی توانایی خوبی با نتایج تجربی مالورفولوژی پس از انجام دارد. در مطالعه دوم فوم‌های مکری معمول از A356+3wt.%SiC مرحله دوم فوم‌های مکری معمول از A356+3wt.%SiC مربوط به فرم‌های مکری معمول از A356+3wt.%SiC تحت فشار مموری بر اساس استاندارد ASTM E9 تحت فشار مموری بر اساس استاندارد ASTM E9 تهیه گردید. پس از اجرای تجزیه آزمایشگاهی انجام شد.

کلمات کلیدی: فوم فلزی آلومینیم A356، روش شبکه بولتزمان، مدل شاندیر، تغییر فرم پلاستیک، مدل تقیبی mIR